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1. Introduction

* Problématique de la recherche d’information :

— Acces par le contenu a des documents satisfaisant un
besoin d’information d’un utilisateur

Besoin pertinence?
d ’information
| |
< visualisation
\ 7 documents
expression recherche

N d
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1. Introduction

* Contextes d’utilisation
— Bureautique
— Applications techniques : maintenance de matériel
— Médecine
— Gente logiciel
— Vente en ligne
— Tourisme
— Recherche scientifique
— etc.

2025-2026 - MIASHS - RI



2. Elements clés en RI

* Quels ¢léments sont centraux pour la Recherche
d’Information

— Documents
— Contenu des documents
— Besoin d’information d’un utilisateur

— Satisfaction
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2. Elements clés en RI

 Documents

— Différents médias :
e Texte (livre, article, tweet, ...)
* Image (photo, radio, ...)
e Vidéo
 Documents structures
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2. Elements clés en RI

e Documents

— 2 classes d’information

e Meéta-Information (information a propos du document)

— Attributs : titre, auteur, date de création, etc.

— Structure (organisation du contenu) : structure logique, liens, etc.
e Contenu

— Contenu brut : le document initial

— Contenu extrait ; information extraite du contenu brut
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2. Elements clés en RI

 Besoin d’information d’un utilisateur
Utilisation de requétes suivant un langage fixé

— Sur la méta information
 Attributs : « roman €crit par Victor Hugo »
— attribut de type de document et auteur
 Structure : « article de football contenant une photographie »
— Structure de lien entre texte et image
— Sur le contenu

« Contenu brut : « lettre avec le texte "Je suis venu, j’ai vu, j’ai vaincu " » :
recherche sur des chaines de caracteres

» Contenu extrait : « documents au sujet de recherche d’information »
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2. Elements clés en RI

e Satisfaction de I’utilisateur

Le systeme doit
— ¢tre simple a utiliser

— fournir les meilleures réponses possibles, et ces
réponses doivent étre « pertinentes » pour ’utilisateur

 Pertinence systeéme versus pertinence utilisateur
— fournir un nombre raisonnable de réponses
— fournir des réponses rapides

2025-2026 - MIASHS - RI
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3. Mode¢les de RI

Requétes > Documents

| Systeme de recherche d’information (SRI) |

. | Base de | ]
Interpr\etatlon ) | connaissances ) > Indexation
Représentation Becherche. ou , Représentation du

des requétes Interrogation contenu des documents
(langage de requéte) T (langage d’indgxation)
\ Modeéle de rechelche d’information
Modele de requétes Fonction de Mod¢le de documents
\ correspondance (contenu)

Modéle de connaissances
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3. Mode¢les de RI

Mode¢les
Booléen 2.Vectoriel Probabiliste Neuronal
Strict 1.Pondeére Classique Mode¢le de Langue
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3. Mode¢les de RI

* Le modele booléen pondére (1)
— Modge¢le de connaissances : T = {t.}, 1 € [1, N]
e Termes t; qui indexent les documents

— Un document D est repreésenté par :

* Une fonction W, : T = [0,1], qui pour chaque terme de T
donne le poids de ce terme dans @ (représentation de D). Le

poids vaut 0 pour un terme non présent dans le document.
— Une requéte Q est représentée par une formule logique

ex.: Q= (t; Aty) V (trs A tygs A —ty3)

Note: A=ET, v=0U, —=NON
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3. Mode¢les de RI

Le mode¢le booléen pondéré (2)

— Fonction de correspondance notée Sim

* Formules inspirées de la logique floue

« Requétes simples (avec a et b des termes t; quelconques)
» SiIm(D, (a A b)) =min [ Wy(a), Wy(b) ]
» SiIm(D, (a v b)) =max [Wy(a), WD) ]
» SIm(D, (—a))=1-Wya)

* Requétes complexes (x et y sont des sous-requétes):
» SIm(D, (X A'y)) =min [SIm(D, X) , SIm(D, y) ]

« Limitation : on ne tient pas compte dans la réponse de tous
les termes de la requéte

— On a: min(0.3, 0.5) = min(0.3, 1)

2025-2026 - MIASHS - RI
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3. Mode¢les de RI

* Le mode¢le booléen pondere (3)
— EX. avec des poids binaires pour les document

Sim
Documents a b a v b a A b
D, |1]1 1 1
D, [1]|0 1 0
D, |01 1 0
D, [0]0 0 0
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3. Mode¢les de RI

* Le modc¢le booléen pondéré (4)

— EX. avec des poid

s non-binaires pour les documents

Sim
Documents a b a v b a A b
D, |1]1 1 1
D, |08]1 1 0.8
D, | 0[05 05 0
D, |08 0| 08 0
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3. Mode¢les de RI

* Le mode¢le booléen pondere (5)

— Traitement de requéte (totalement parenthésée)
 Exemple : (@ ADb)vec)A—d)
— Etape 1 : génération de ’arbre de requéte

» Une parenthese (on a un opérateur binaire A ou V) :
— un nceud non-feuille avec 2 fils, décore avec 1’opérateur
— Fils gauche : sous-arbre avec partie gauche

— Fils droit : sous-arbre avec partie droite

 Un terme : noeud feuille avec le terme

e Un — : un nceud non-feuille unaire avec sous-arbre fils
— Geénération des opérations

2025-2026 - MIASHS - RI
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3. Mode¢les de RI

* Le mode¢le booléen pondere (6)
— Arbre de requéte pour (((a A b) v c) A d)

A
/\
Vv -
N\ v
A C d
N\

2025-2026 - MIASHS - RI

18



3. Mode¢les de RI

* Le mode¢le booléen pondere (7)

— Les opérations :
/A min

e

V'  max — |-

N\ i

/\ min C terme d terme

T

d terme b terme

= Opérations effectuées :
min(max(min(Wa(a), Wd(b)), WD(¢c)),1-WD(d))
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3. Mode¢les de RI

Le modele vectoriel (1)
— Modele de connaissances : T = {t;}, ] € [1, N]
— Tous les documents sont décrits suivant ce vocabulaire
— Un document Di est représenté par un vecteur D1 décrit
darﬂ’espace vectoriel RN défini par T :
* D1= (W1, Wip, ..., W
pour un document

— Une requéte Q est repreésentee par un Vecteurﬁdécrit
dans ’espace vectoriel RN défini par T :

—>

¢ Q — (WQ,19 WQ,Z’ cees WQ,j’ ceey WQ,N)

ij» --+» WiN), @Vec Wy le poids d’un terme
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3. Mode¢les de RI

* Modele vectoriel (2)

— Plus les vecteurs représentant les documents/requétes
sont « proches », plus les documents/requétes sont

similaires : Terme 1

Terme 2

Terme 3

2025-2026 - MIASHS - RI
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3. Mode¢les de RI

* Mode¢le vectoriel (3) — Poids des termes

— Un document

* « Un violon est compose de bois precieux comme 1’¢rable, le
palissandre, I’ébene... »
— Pour indexer, la premiere idée est de compter les mots
les plus fréquents excepte les termes non significatifs
comme « de », « avec », « comme »...

e « Un violon est composé de bois précieux comme 1’érable, le
palissandre, 1’¢bene...

\\//

Termes retenus et comptés
2025-2026 - MIASHS - RI 22



3. Mode¢les de RI

* Mode¢le vectoriel (4) — Poids des termes

— On definit la "fréquence” d’un terme (term frequency)

e caractérise le terme dans un document

* tf;; : la "fréquence" du terme t; dans le document D; est
égale au nombre d’occurrences de t; dans D;.

e Exemple : s1 violon apparait 5 fois dans le document D5, avec

violon=t,;, alors tf; ;3 =5

2025-2026 - MIASHS - RI
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3. Mode¢les de RI

* Mode¢le vectoriel (5) — Poids des termes

— On tient compte du corpus (base de documents) entier,
un terme qui apparait beaucoup ne discrimine pas
nécessairement les documents :

Bl Terme fréquent dans un seul

B Terme fréquent dans le
document du corpus

corpus entier
-

7 = N\ / \
Vs —_— —_— \ / \
/ —=| ‘ \
l — \ / - \
I e | =2 I I — L
—=| —= I 1 — - I
\ e — / \ - /
\ = / \ - /
\ — / \ /
N\ P N P
~ P ~ -~
~ - \~_—’

2025-2026 - MIASHS - RI 24



3. Mode¢les de RI

* Mode¢le vectoriel (6) — Poids des termes

— On définit 1a "fréquence" documentaire d’un terme
 Caractérise le terme dans le corpus

* df; : la fréquence dans le corpus du terme t; est le nombre de
documents du corpus ou t; apparait

— On utilise I

| inverse de la fréquence documentaire, idf; \
* Définition simple : 1df; = 1 / df;

* Définition la plus utilisée : 1df; = log(Np, / df;), avec N, le
nombre de documents du corpus.

(idf : inverse document frequency)
2025-2026 - MIASHS - RI
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3. Mode¢les de RI

* Mode¢le vectoriel (7) — Poids des termes

— Combinaison du tf et de 1’1df pour un vecteur
document:

e Le poids d’un terme dénote la capacite du terme a
discriminer les documents et a décrire un document

« Exemple le plus courant

— Utilisation tf.1df aussi pour une requéte

2025-2026 - MIASHS - RI

26



3. Mode¢les de RI

* Mode¢le vectoriel (8) — Poids des termes

— Fonction de correspondance : fonction de 1’angle entre
le vecteur requéte Q et le vecteur document D;

Terme 1

A

—>
D;
d —
Requéte Q
[ ]

» lerme 2

Plus ’angle est petit et
plus le document
Terme 3 correspond a la requéte

2025-2026 - MIASHS - RI 27



3. Mode¢les de RI
* Modele vectoriel (9) :

— Fonction de correspondance : le cosinus de I’angle
entre le vecteur requéte et le vecteur document.

N
Zk—l(Wi k-Wgq, k)

\/Zk 1 Wik? \/Zk 1Wq,k2

Sim(ﬁ{, 6)

IIDiII- IIQII

— Note : les w,,= 0 et w; ;= 0 n’impactent pas le numérateur (utile pour les
fichiers inverses)

2025-2026 - MIASHS - RI
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3. Mode¢les de RI

* Modele vectoriel (10)

— On peux aussi normaliser en amont les vecteurs
documents et requétes (gain en vitesse)

. N . .
Sim(Di, Q) = L=t Wik Wa k) _ 2112’:1(%’( Lk

|||l ]|~ [l
— D'; o Q;

e Le résultat est exactement celui du cosinus 1nitial

2025-2026 - MIASHS - RI
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4. Systemes de recherche d’information

* Un SRI est un systeme informatique qui instancie
un modele de recherche d’information

Requétes > Documents
| Systeme de recherche d’information (SRI) |
Int <tati ) | Base de | ) ]
nterpretation < | connaissances | > Indexation
Représentation Becherche ou , Représentation du
des requétes interrogation contenu des documents
(langage de requéte) (langage d’indexation)

— Le systeéme doit intégrer les problémes de vitesse.
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4. Systemes de recherche d’information

 Indexation (1)

— Choix des termes

» Une propriété souhaitée d’un bon terme d’indexation est sa
capacite a distinguer les documents d’une collection les uns
des autres

e Comment faire?

2025-2026 - MIASHS - RI 31



4. Systemes de recherche d’information

 Indexation (2)

— Choix des termes — Occurrences (1)

« Hypotheése : Un mot qui apparait souvent dans un texte
represente un concept important.

 MAIS, on s'apercoit que les mots les plus fréequents sont des
mots fonctionnels (ou mots outils, mots vides). En francais,
les mots "de", "un", "les", etc. sont les plus fréquents. En
anglais, ce sont "of", "the", etc.

e Ce phénomene est decrit par la loi de Zipf.

2025-2026 - MIASHS - RI
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4. Systemes de recherche d’information
* Indexation (3)
— Choix des termes — Occurrences (2)

La loi de Zipf

S1 on classe les mots dans 'ordre décroissant de leur fréquence, et on
leur donne un numéro de rang (1, 2, ...), alors: Rang * fréquence =
constante.

Rang Mot Fréquence Rang* Fréquence [:“‘1‘"‘““‘
1 the 69 971 69 971

2 of 36411 72 822

3 and 28 852 86 556

4 to 26 149 104 596

5 a 23237 116 185

6 n 21 341 128 046

7 that 10 595 76 165

La distribution de mots suit la courbe : — r .

les termes "utiles" : ni trop rares (place en mémoire), ni trop présents
(pas discriminants)...

Calcul colteux si on le fait a chaque collection considéréee
2025-2026 - MIASHS - RI 33



4. Systemes de recherche d’information

* Indexation (4)

— Choix des termes — Listes a priori
 Anti-dictionnaire (liste de mots a ne pas garder) inspiré de Zipf

— au, aux, avec, ce, ces, dans, de, des, du, elle, en, etc, et, eux, il, je, la, le,

les, leur, lui ...

— Ne garder que des termes qui ont du sens, diminuer la taille des index

e Extraction de troncatures des mots du texte :

— Algorithme de Porter (anglais) :
- Regles (exemples)
» s>/
» ed 2>/
» ing 2>/
» er 2>/
» e/

Mot initial Mot tronqué

engineered engin
engineer engin
engineers engin
informing inform
computer comput

computing comput

— Diminuer la taille des index, grouper les termes « similaires »

2025-2026 - MIASHS - RI
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4. Systemes de recherche d’information

e Indexation (5) — préparation de recherche rapide

— Fichiers inverses - principe
» Par analyse des documents d’un corpus, on obtient un tableau document x termes

» Utilisation en t] 2 t3 ... tN

« document -> terme » d.
1

» Génération d’un tableau inverse « terme -> document » (appel¢ fichier inverse)

d d, dy ... dy
— Avantage : rapidité lors du £ —L
traitement de requéte, car pas de .
traitement s€équentiel des documents ) _L
N
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4. Systemes de recherche d’information

 Indexation (6)

— Fichier inverse avec les modeles pondéres (booléen
pondére, vectoriel) : version simple

D, ...

Dy

WM, 1

D, D,
Wi1| Wo,1{ W31
WiN| W2 N

W3N ...

WM,N

2025-2026 - MIASHS - RI
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4. Systemes de recherche d’information

 Indexation (7)

— En fait 11 y a beaucoup de valeurs nulles dans le fichier
inverse (> 90% des cases du tableau) :

« Représentation optimisee possible : utiliser des
représentations de tableaux creux (tableau avec tailles de
lignes différents, listes chainees)

d, d dy ... dy

b wig| 0 [w;, WM, 1

tl d19W1,1 d37W3,1 °t dM9 WM91
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4. Systemes de recherche d’information

* Indexation (8)

— Pour une implantation d'un mod¢le vectoriel, on stocke
aussi pour chaque terme du vocabulaire son 1df (utilisé
pour les requétes) : utilisation lors de la définition du
vecteur requete.
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4. Systemes de recherche d’information
* Recherche (1) par fichier inverse (vectoriel)

— Ex. : Q contient les termes t; t; t5 et ty les poids w
non-nuls sont w

Wg3, Wos €l W

q,1 > YW qg,3» q,9.

q

ala fin legzl(wi,k- Wq,k)

v ligne resultante

»

Fichier inverse (non-optimimse¢)
Terme D1 | D2
tl 0,110,2
t2 0O |1 —
t3 0,910
t4 0,203
t5 0,503 _]|
t6 0 |0
t7 0,710
t8 0,610
t9 0 |01
t10 0,8 10,9

2025-2026 - MIASHS - RI
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4. Systemes de recherche d’information
* Recherche (2)

— Implantation simple du mode¢le vectoriel par
fichier inverse
* Requéte Q = (W, ... Wyn)
* On garde les termes t; tels que w; # 0

* Boucle pour chaque terme t; et pour les documents D; @..

_ 1igne_resultante[j] += Wi * Wa.i

inverse pour les w;;)

+ Calcul ﬁnal ligne_resultante[j] / (|D;]. Q)

» Tr1 des résultats par ordre décroissant et affichage
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4. Systemes de recherche d’information

* Recherche (3)

— Bouclage de pertinence (dans le mode¢le vectoriel)

 Id¢e : 'utilisateur peut montrer ce qui est pertinent pour lui-
meéme s’1l ne peut pas I’exprimer explicitement

e Mise en ceuvre
— Une requéte initiale QO fournie par 1’utilisateur renvoie une réponse

— L’utilisateur indique dans la liste des réponses les documents
pertinents et non pertinents pour lui

— Le systéme geénere une nouvelle requéte Q1 qui prend en compte QO
et les pertinents et les non pertinents indiqués
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4. Systemes de recherche d’information

* Recherche (9)

— Bouclage de pertinence dans le modele vectoriel
* Formule de Rocchio

Q1= aQ0+/3(— Y d)-y— ¥ d)
| dEDR |D N| d'€EDy
— Avec
» Dg I’ensemble des docs marqués pertinents par 1’utilisateur

» Dy I’ensemble des docs marqués non-pertinents par
I’utilisateur

» a>B>y
» valeurs possibles oo =1  =0.4 y=0.2,ouméme 1 1 0

* Le bouclage de pertinence donne de tres bons résultats.

2025-2026 - MIASHS - RI
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4. Systemes de recherche d’information

* Recherche (10)

— Exemple de Bouclage de pertinence

Requéte 1nitiale : O Requéte modifiée : o
Document: @ . ] Document retrouvé pertinent : M
Document retrouve : Document retrouveé non pertinent :

©Q ™ d o
[] O
| []

2025-2026 - MIASHS - RI
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5. Evaluation des SRI

« Rappel : Un systeme de recherche d’information
doit satisfaire un besoin d’information d’un
utilisateur

pertinence utilisateur # pertinence systeéme

 Pertinence utilisateur : satisfaction de ’utilisateur

» Pertinence systeme : estimation du systeme

2025-2026 - MIASHS - RI
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5. Evaluation des SRI

* Objectifs :
— Deéterminer s1 mon systéme est bon
— Déterminer s1 mon systeme est meilleur qu’un autre

« Evaluation de type « boite noire » en comparant
les résultats du systeme teste par rapport a des
réponses 1deales

2025-2026 - MIASHS - RI
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5. Evaluation des SRI

* Objectif :
— Rapprocher pertinence systéme et utilisateur POUR

UNE REQUETE
Ensemble des Ensemble des
documents <« documents du
trouvés, corpus : C_
p?:;;i?gfnziué Ensemble des
— documents
retrouvés et
Ensemble des X convenant a
documents i I'utilisateur,
convenant a pertinents pour le
I'utilisateur: P systeme et

I'utilisateur : PR
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5. Evaluation des SRI

L es criteres essentiels sont :

— Le rappel : capacité du systeme a fournir en réponse
tous les documents pertinents pour 1’utilisateur

— La précision : capacité du systeme a ne fournir que des
documents pertinents pour 1 utilisateur en réponse.

— Ces deux criteéres sont antagonistes dans la réalité. ..

2025-2026 - MIASHS - RI
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5. Evaluation des SRI

» Le rappel est le rapport du nombre de
documents trouves par le systeme et convenant

a 1’utilisateur au nombre total de documents
convenant a 1’utilisateur

PNR|

- C rappel = |0,1]

PR ‘P‘
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5. Evaluation des SRI

 La précision est le rapport du nombre de
documents trouves par le systeme et convenant a

I’utilisateur au nombre de documents retrouves par
le systeme

PNR|
R

precision =

e[0,1]

PR
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5. Evaluation des SRI

* Pour une requéte et un systeme : 2 valeurs réelles

— Exemple : un systeme retourne 5 documents, parmi
lesquels 3 sont pertinents, sachant qu’il y a 10
documents pertinents dans le corpus :

e Rappel =3/ 10
e Précision=3/35
* ]l faut des analyses plus fines des resultats

— Courbes de rappel/précision

2025-2026 - MIASHS - RI
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5. Evaluation des SRI

* Courbes de rappel/précision

— Comparaison de 2 systemes S1 et S2

Précision
Sq :
S, - S; est meilleur que S; en précision et
en rappel
0 1
Rappel

2025-2026 - MIASHS - RI
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5. Evaluation des SRI

* Courbes de rappel/précision

— Représente 1’évolution de la précision et du rappel avec
des résultats trics

— Méthode :

« Pour chaque document retrouve, on calcule la précision et le
rappel obtenus en considérant seulement le premier
document comme réponse, puis les deux premiers, puis les
trois premiers etc., jusqu'a la réponse totale du systéme.

—> Ceci donne un tableau de rappel/précision non-normalisé
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* Courbes de rappel/précision

— Exemple de tableau non normalisé (hypothese : 20

5. Evaluation des SRI

documents pertinents)

précision

Doc P? Rap. | Préc.
D»; Oui 0.05 1
D, | Non 0.05 0.5
D, Oui 0.1 0.66
D, Non 0.1 0.5
D, Oui 0.15 0.6

Tableau non normalisé

T

1
0,9
0,8
0,7

S o0 o o o ©
o =~ M w A~ o O

—

1

vy

o

01 02 03 04 05 06 07 08 09

rappel

1
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5. Evaluation des SRI

* Courbes de rappel/précision

— Probléeme, comment faire pour fusionner les
résultats de plusieurs requétes pour un systeme?

— On normalise la courbe de chaque requéte par la

regle du maximum :

1. On fixe une valeur de rappel normalisée r (dans [0,

0.1,0.2,...,0.8,0.9, 1]);

2. On garde la valeur de précision max. pour les valeurs
de rappels du tableau non normalis€ > r, et on la met
dans le tableau normalisé pour le rappel r.

Rap. | Prec.
0.05 1
0.05 0.5
- 0.1 0.67
Tableau non normalis¢ — 01 0.5
0.15 0.6

Tableau normalis¢ ——
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Rap.

Préc.

0.1

0.67

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
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5. Evaluation des SRI

* Courbes de rappel/précision

— au niveau graphique

1

Y

précisii
o
(&)}

rappel

01 02 03 04 05 06 07 08 09 1
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5. Evaluation des SRI

Courbes de rappel/précision

— Pour traiter I’¢valuation sur plusieurs requétes, on calcule la
moyenne aux points de rappels standards. (moyenne au point 0,
au point 0.1, etc.)

Précision moyenne a x documents

— Il est également courant de calculer le taux de précision apres un
nombre de documents x fixé pour une requéte, puis de faire la
moyenne sur toutes les requétes

I1 existe des programmes qui génerent les tableaux pour
les courbes de rappel/précision et les précision moyennes
a s, 10, 20, 50 et 100 documents. (trec_eval)
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5. Evaluation des SRI

 Exemple de « vraie » courbe de rappel/précision

1 —e— SYMB (0.3253)
0,9 4 —=— Rep SYMB (0.3437)
0,8 - —n— Max SYMB (0.4078)
c 0,7 - HSV (0.2530)
2 06 —x— Rep HSV (0.2705)
(7)] )
S 0,5 - —o— Max HSV (0.3178)
~e ’
a 04 4
0,3 -
0,2 -
0’1 T T T T T T T T T

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9

rappel

— Question : quel systeme est le meilleur pour les courbes ci-dessus?
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6. Conclusion

* Nous avons traité la description de modeles de
recherche d’information.

* Nous avons ¢tudi¢ les principes de base des
systemes basés sur ces modeles

* Nous avons compris comment réaliser une
evaluation d’un systeme de recherche
d’information.
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